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Abstract Smoothing with penalized splines calls for an automatic method to select the size of the penalty parameter $\lambda$. We propose a not well known smoothing parameter selection procedure: the L-curve method. AIC and (generalized) cross validation represent the most common choices in this kind of problems even if they indicate light smoothing when the data represent a smooth trend plus correlated noise. In those cases the L-curve is a computationally efficient alternative and robust alternative.
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1 Introduction

Penalized regression has a prominent place in modern smoothing. It combines a rich set of basis functions with a roughness penalty, to tune smoothness of the estimated curve. P-splines combine a B-spline matrix with a penalty on (higher order) differences of their coefficients. A smoother that follows this framework is the Whittaker’s smoother, also known as Hodrick-Prescott filter [18]. It is obtained considering equally spaced knots and the identity matrix as regression basis. It is an attractive smoother, because effectively the basis functions disappear and with just one smoothing parameter one can move all the way from a straight line fit to essentially reproducing the data themselves.

Every smoothing procedure call for an automatic smoothing selection procedure. The most common ones are leave-one-out cross-validation (LOO-CV) and AIC (Akaike’s Information Criterion) or BIC (Bayesian Information Criterion). They all
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share two drawbacks: 1) they require the computation of the effective model dimension, and 2) they are sensitive to serial correlation in the noise around the trend.

We present an alternative approach, based on the L-curve method for ridge regression [10]. This curve is a plot of the logarithm of the magnitude of the penalty term against the log of the sums of squares of the residuals, parameterized by the regularization parameter $\lambda$. There is no need to compute the effective model dimension, so using the L-curve makes smoothing of long data series practical. Furthermore this criterion is robust to by correlated noise.

This paper is organized as follows: in Section 2 we show how the L-curve can be built and how to select the optimal $\lambda$ parameter using it while in Section 2.1 we present a well known smoothing example considering the wood dataset proposed by Pandit and Wu [14].

2 Building the L-curve

Let consider a P-spline smoother obtained solving the minimization problem:

$$\tilde{z} = \arg\min_z \|y - Bz\|^2 + \lambda \|Dz\|^2$$

(1)

where $B$ represents the B-spline matrix and the parameter $\lambda$ tunes the smoothness of the final result. The following quantities can be defined:

$$\{\omega(\lambda); \theta(\lambda)\} = \{\|y - Bz\|^2; \|Dz\|^2\}$$

The L-curve is the parameterized curve:

$$L = \{\psi(\lambda); \phi(\lambda)\} = \{\log(\omega); \log(\theta)\}$$

(2)

The curve in (2) has a L-shape. Selecting $\lambda$ as the parameter corresponding to the corner of the L (the point of maximum curvature) gives the optimal degree of smoothing. The pointwise curvature of (2) can be computed by:

$$k(\lambda) = \frac{\psi'' \phi' - \psi' \phi''}{[(\psi')^2 + (\phi')^2]^{3/2}}$$

(3)

The optimal smoothing parameter is then selected maximizing $k(\lambda)$. However a simpler procedure can be used. Indeed for well-behaved L-curves (i.e. in those cases in which it is possible to distinguish a clear corner point) it is possible to approximate the selection procedure minimizing the Euclidean distances between adjacent points on the curve:

$$\min\{\sqrt{(\Delta \psi)^2 + (\Delta \phi)^2}\}$$

(4)

Figure 1 shows the performance of the L-curve in smoothing simulated data and compares the results obtained using the two selection strategies mentioned above.
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2.1 The shape of the L-curve

Using simulated data we can evaluate how the characteristics of the data impact on the shape of the L-curve. This issue is summarized in figure 2. The second panel shows the L-curve for a Whittaker smoother applied to data simulated using the following scheme: 

\[ y = 10^x \sin(x_i) + N(0, 1) \] 

with \( x_i = 1, \ldots, 2\pi \) for \( i = 1, \ldots, 200 \) and \( c_j = 2.5, \ldots, -2 \) for \( j = 1, \ldots, 7 \). It is clear that the convex region tends to disappear when the white noise component tends to be dominant on the trend component.

Also the characteristics of the error component influence the shape of the L-curve. First of all the the variability of the white noise component plays a role. The third panel of figure 2 shows that higher the variability is, less sharp the L-curve appears. These results where obtained using 200 observation simulated as follows: 

\[ y = \sin(x) + N(0, \sigma_j) \] 

with \( x = 1, \ldots, 2\pi \) and \( \sigma_j \in \{0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1\} \).

The L-curve is particularly useful if we want to smooth data with autocorrelated noise. However the shape of the curve depends on the strength of the serial correlation of the error component. The fourth panel of figure 2 shows some re-
sults obtained using the Whittaker smoother on a set of data simulated as follows: 
\[ y = 3\sin(x_i) + AR(1, \rho_j, \sigma = 1) \]
with \( x_i = 1, \ldots, 2\pi \) for \( i = 1, \ldots, 200 \) and \( \rho_j = 0, \ldots, 0.9 \) for \( j = 1, \ldots, 7 \) where \( \rho \) indicates the autocorrelation coefficient. Poorly autocorrelated noise produces really sharp L-curves while higher degrees of serial correlation reduce the sharpness. In any case the curves show clear convex areas.

In addition to these considerations we found also that the L-curve seems to be less sharp in smoothing spline regression than in ridge regression analysis (first panel of Figure 2). In our opinion it does not invalidate the applicability of the methodology. Indeed we believe that, as long as a convex area is well distinguishable, the procedure can be considered reliable.
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Fig. 2 The first panel shows the L-curve obtained for a simulated ridge regression example. The second panel shows seven L-curves obtained for a Whittaker smoother estimated on data with different variability for the white noise component. The third panel shows seven L-curves obtained for a Whittaker smoother estimated on data with different weights for the signal component. The fourth panel shows seven L-curves for a Whittaker smoother estimated on data with an increasing autocorrelation coefficient for the noise component.
3 A real data example

An interesting application that we would like to show concerns the smoothing of the wood data. This dataset was proposed by Pandit and Wu [14]. It describes 320 measurements of a block of wood that was subject to grinding. In figure 3 the profile height at different distances is drawn. The profile variation follows a curve determined by the radius of the grinding stone. We can use the Whittaker smoother to analyze these data and compare the performances of the L-curve and the cross validation for the smoothing parameter selection. The fitted curves and the related selection criteria are shown in figure 3. Also in this case the smoothing procedure built using the L-curve efficiently reproduces the trend in the data while the filter based on cross validation does not.
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Figure 3 shows clearly that the CV tends to suggest a too small λ parameter while the L-curve procedure guarantees a parameter large enough to catch the signal behind the data.
4 Discussions

In this work a L-curve procedure for the selection of the smoothing parameter in a P-splines framework is presented. The L-curve selects the optimal smoothing parameter comparing the goodness of fit and the roughness of the final estimates. The optimal smoothing parameter is selected maximizing the local curvature on the 'L', i.e. locating its corner. This method shows excellent performances in practice. We have no compelling explanations of why the L-curve works so well. Of course, the corner of an L-shaped curve is a special point, but it is not clear why it marks a good choice of smoothing parameter. The relative changes of both the penalty and the size of the residuals are small there, and approximately equal, and apparently that matters. The insensitivity to serial correlation in the noise is also hard to explain. The L-curve criterion could lead to no reliable results in some cases. It usually happens smoothing data approaching to a pure white noise or when the signal component underlying the data tends to disappear. Indeed in those cases the L-curve tends to be globally concave.

The L-curve procedure offers many opportunities for further research. We believe that it is possible to generalize this methodology. Our future research will concentrate on a L-curve criterion for multivariate smoothing analyzes and on a L-curve based procedure suitable for spatially adaptive smoothing problems. We will also study the applicability of this procedure to a generalized linear model setting for smoothing of counts and binary data.
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